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In this lecture we will define other measures
of information

KULLBACKLEIBLERIDIVERGENCE
Given two x m f next 941 anointed to two
r v loving the same range we can define the
Kullback Leibler divergence os follows
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Mobile thot Dk in119 is a measure of DIFFERENCE
between two Nmf It is NOT a mum of DISTANCE
between two xmf because its not symmetric
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This measure is SYMMETRIC X 1 Y X Alo
we note thot VEX X o because H XIX 0

Finally X y satisfies the TRIANGULAR INEPUALITY

We can thus say that VEX 1 is a DISTANCE

between x m f s

X Y is a measure of DISSIMILARITY between Nmfs
If we want a measure of SIMILARITY we can take the
inverse

IN DATA MINING similarity is othsKnown as ASSOCIATION

NORMALIZED MEASURES OF INFORMATION 18 50

The measures introduced when depend on

the inarticulate values of HCN and HC11
To have measures which are more global in

the sense that they do not dexend too much
on the particular values of Hex cool HC'll
we introduce here some NORMALIZEDMEASURES
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Defined as

the X Y l I C21,1
HEX THEY



NORMALIZED CONDITIONAL ENTROPY

Defined as
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NORMALIZED MEASURE OF INFORMATION TYPE I

Defined as of It E 0,13
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If XLY then mm LX 1 0

NORMALIZED MEASURE OF INFORMATION TYPE I

Defined as zz X 1
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notice thot Mµ
z
x y it 3M Cx 11

which means that fzzlx ll C 42J
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Defined as
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